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Abstract

Most methods available in the literature for soil classification from cone penetration test
(CPT) data define soil classes using laboratory tests. One disadvantage of this approach
is that field soil conditions are difficult to replicate in a lab. The alternative adopted in
this work is trying to define soil classes only by the similarity of the CPT measurements,
using clustering. This study is the first, to the best knowledge of the authors, to cluster
soil classes in a four-dimensional input feature space using measurements directly taken
from the CPT experiment. Nine soil classes are produced from a general dataset contain-
ing 179 CPT soundings and, in a complementary study, four more specialized classes are
obtained from 5 CPT soundings. Artificial neural networks (ANN) are used to produce
simple models capable of reproducing both class groups, which are compared with clas-
sical soil classifications from the literature and with standard penetration test (SPT) sam-
ples. Results show that both general and specialized class groups can be reproduced by
ANN although accuracy is better for the latter, reaching a 97.04 % accuracy with a stan-
dard deviation of 1.24 %. Furthermore, it is shown that accuracies above 80 % are ob-
tained even if incomplete data is used. This shows that the here proposed soil classes can
become an interesting alternative in engineering practice.

1. Introduction

The more commonly used soil classification standard
is the Unified Soil Classification System, which is based on
granulometry and plasticity. Nevertheless, it has disadvan-
tages like the difficulty of extracting undisturbed samples
and the time delay required to get the results. On the other
hand, the cone penetration test (CPT) allows an accurate
measurement of soil parameters, which can be instanta-
neously used to classify soil layers along a vertical axis.
One important issue concerning this classification is its
connection to soil behavior in detriment of soil granulo-
metry. In this context, although pioneer work proposing
soil classification from CPT data focused only soil granulo-
metry (Begemann, 1965), following studies stated that soil
behavior should guide class definitions for being related to
the soil load-bearing capacity (Douglas & Olsen, 1981). In
later investigations, pore pressure information was in-
cluded to define soil classes and propose normalizations for
the cone resistance and lateral friction to account for the

overburden pressure and better separate classes, which pro-
duced the well known Robertson charts (Robertson, 1990).
A new friction ratio-based chart was later proposed, chang-
ing the circular curves of Robertson (1990) by hyperbolic
ones (Schneider et al., 2012). Robertson (2016) modified
these charts, defining a fully behavioral classification, in-
cluding also the dilative and contractive behaviors for each
of the three soil types.

Most work that use machine learning techniques for
classifying soil from CPT data apply clustering to propose
new soil classes (Hegazy & Mayne, 2002; Facciorusso &
Uzielli, 2004; Bhattacharya & Solomtine, 2006; Liao &
Mayne, 2007; Das & Basudhar, 2009; Rogiers et al., 2017;
Wang et al., 2019). One limitation of these work is the re-
duced number of input features included, most times only
two. Another limitation is that most work explore only hier-
archical clustering techniques (Hegazy & Mayne, 2002;
Facciorusso & Uzielli, 2004; Bhattacharya & Solomtine,
2006; Liao & Mayne, 2007). Nevertheless, a recent study
stated that including depth as an input can improve cluster-
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ing results and that the x-means algorithm can lead to good
results (Rogiers et al., 2017). In spite of these conclusions,
to the best knowledge of the authors, no work from the lite-
rature investigated clustering techniques including all mea-
sured CPT parameters. Furthermore, the traditional
x-means algorithm implemented with the original k-means
can only be used for linearly separable classes.

The kernel k-means algorithm is an iterative cluster-
ing technique based on the minimization of the variance in-
side clusters. It allows objects changing from one cluster to
another to reduce the overall variance. The kernel x-means
algorithm works running kernel k-means several times,
splitting the clusters into new ones in each round. In this
context, the objective of this work is to use kernels k-means
and kernels x-means to produce soil classification methods
using four input features: depth, cone resistance, lateral
friction and pore pressure. First, kernel k-means is applied
to a dataset composed by 179 CPT soundings, of which 5
have paired SPT soundings, generating 9 soil classes.
These classes are compared to SPT samples and to Robert-
son classification methods (Robertson, 1991, 2016)
obtained with a student version of the CPeT-IT v2.0.2.5
software. An alternative specialized approach is also pre-
sented using the kernel x-means algorithm, which was
found to be effective in previous work (Rogiers et al.,
2017). It is shown that both proposed soil classification
methods can be replicated by an ANN model, even if the
pore pressure is not included as an input. This enables re-
producing the obtained methods in simple spreadsheets.

2. Classification methods for comparison

The two soil classification methods here used for
comparison were developed by Robertson. Only a brief
view of their theory is presented here, once they are also
used and described in previous work from the authors
(Carvalho & Ribeiro, 2019).

2.1 Influenced by soil granulometry (ISG)

This method was proposed by Robertson (1991) and

its classes descriptions allude to granulometry:
. Sensitive, fine grained
. Organic soils - peats
. Clays - clay to silty clay
. Silt mixtures - clayey silt to silty clay
. Sand mixtures - silty sand to sandy silt
. Sands - clean sand to silty sand
. Gravelly sand to sand
. Very stiff sand to clayey sand
. Very stiff, fine grained

The normalized parameters used for classification
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where g, is the total cone resistance, which is a correction of
the raw cone resistance q.. f, is the lateral friction, u, is the
pore pressure measured behind the cone tip, u, is the hydro-
static pore pressure, G, is the total overburden stress and
o, is the effective overburden stress. n is given by

GVO

n=03811, + 0.0S(J —-015 4
D,

where p, = 0.1 MPa is a reference pressure and /, is defined
as (Robertson, 2009):

I =[(347-logQ,)* +(log F, +122)>1%° 5)

The charts of the ISG method are shown in Figure 1
and Figure 2.

2.2 Focused on soil behavior (FSB)

This method presented by Robertson (2016) is con-
sidered fully behavioral and proposes the following clas-
ses:

1. CCS: Clay-like - Contractive - Sensitive

2. CC: Clay-like - Contractive

3. CD: Clay-like - Dilative

4. TC: Transitional - Contractive

5. TD: Transitional - Dilative

6. SC: Sand-like - Contractive

7.

S
SD: Sand-like - Dilative

Fr

Figure 1. O, x F, chart from Robertson (1991).
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Figure 2. O, x B, chart from Robertson (1991).

It uses the charts presented in Figure 3 and Figure 4
(Schneider et al., 2008, 2012), where U, is given by:

u, —u,

U, = (6)
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3. Machine learning tools

3.1 Kernel k-means

The kernel k-means algorithm is a modification of the
k-means algorithm, which groups the instances by parti-
tion, with a fixed number k of clusters. It is an iterative clus-
tering technique based on the optimization of a clustering
criterion, the mean squared error. For each iteration, differ-
ently from the hierarchical clustering, the objects can chan-
ge from one cluster to another to reduce the error. The error
is a measure of the variance inside the clusters, which has to
be minimized. The mean squared error E is then given by
the sum of the variances inside clusters for the k clusters as
follows:

E=i > d(x,.x")? (7)

j=1 x;€C;

where d(x, x”) is the distance between the object x, and the

cluster centroid x".
The algorithm does the following steps:

1. The first k centroids are randomly chosen

2. Each object is included in the group whose centroid is
closer

3. A new centroid is then defined for each group in order to
minimize the mean squared error

4. Steps (2) and (3) are repeated until conversion is ob-
served, within a predefined error margin.
The most used similarity measure is the Euclidean

distance, which requires data normalization in order to

Carvalho & Ribeiro, Soils and Rocks 43(4): 607-618 (2020)
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Figure 4. O, x U, chart from Robertson (2016).

avoid distortions due to data scale. The main advantage of
k-means is its linear complexity, but its main disadvantages
include the possibility of converging to local optimum and
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being applicable only to linearly separable classes. Other
weaknesses that can compromise analysis are its sensitivity
to initialization, the possibility of generating imbalanced
clusters and the need of previously fixing k. One simple al-
ternative to search for the best k and avoid local minimums
is running the algorithm several times, varying k and the
initialization. This procedure is adopted in this work.

One way to deal with classes that are not linearly sep-
arable is using a function to map the data from the original
feature space into a higher dimensionality feature space
wherein the objects are linearly separable. Nevertheless,
non-linear transformation and high dimensionality are re-
quired to guarantee linear separability. Most work that
make use of this approach do not define the function di-
rectly, but only a kernel function, which is sufficient to ob-
tain the Euclidean distance. The Gaussian kernel adopted in
this work is exp (-ollx; - x; I), where x, and X, are points
within input feature space and o is the only calibration pa-
rameter required, which can be estimated from the data as
the median of lIx, - x; I,

3.2 Artificial neural networks

Artificial neural networks (ANN) are based on the
brain functioning, with a structure constituted by process-
ing units called neurons, which are connected by weighted
signals called synapses. The first artificial neuron model,
called Perceptron, was proposed by McCulloch & Pitts
(1943). Its practical applicability was formalized with the
work of Rosenblatt (1957).

In a Perceptron neuron, an object X receives n signals
(inputs), which are weighted by a vector w. After these
weighted inputs are gathered, an excitatory threshold or
bias 0 is discounted, producing a net signal u. This net sig-
nal is then subjected to an activation function g to produce
an output signal y = g(u) = g(w.x - 0). This process is illus-
trated in Fig. 5. In this work, the sigmoid function is used
for activation, which is presented below.

®)

8glu) = .
l+e™

where A is a parameter to be calibrated. Data normalization

is required, rescaling each input feature to the range [0,1].

One limitation of this model is that it can only be used for

linearly separable classes. Non-linear cases require using

Figure S. Perceptron neuron.
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multi-layer neural networks, which can be trained with the
back-propagation algorithm (Rumelhart et al., 1986). Figu-
re 6 represents the structure of this model, wherein each
neuron is a Perceptron. According to the universal approxi-
mation theorem (Hornik et al., 1989), an ANN with one
hidden layer is sufficient to replicate any continuous func-
tion. Thus, two hidden layers are enough to replicate even
discontinuous functions.

Once there are infinite possibilities for an ANN mo-
del, restrictions must be defined to limit the number of cali-
bration tests. The sigmoid function was fixed based on
previous experience of the authors, the number of neurons
for each layer was limited to double the number of classes
and the number of layers was limited to 2. These decisions
about architecture were based on the universal approxima-
tion theorem. Readers interested in further discussions
about this issue are referred to Carvalho et al. (2019).

4. Methodology
4.1 Used datasets

Two datasets are used in this work, one named Full
dataset and the other named Specific dataset. The objective
is to demonstrate that more homogeneous datasets lead to
ANN models with better accuracy. The Full dataset is com-
posed by measurements taken within 179 CPT soundings,
which are briefly described below:

e 38 taken in several countries and provided by Professor
Peter Robertson. See Carvalho & Ribeiro (2019);

e 73 were taken in the USA and made available online by
Professor Paul Mayne. See Carvalho & Ribeiro (2019);

e | was taken in Vancouver, Canada and provided by Pro-
fessor Renato da Cunha. See Cunha (1994);

e 5 were taken in Brazil paired with SPT soundings and
provided by Professor Heraldo Giacheti. See reference
Ide (2009).

e 62 were taken in Brazil and provided by the Sao Paulo
Metropolitan Trains Company, Sdo Paulo, Brazil.

The 179 CPT soundings produced 130966 examples
for the machine learning techniques, each example consist-
ing on a CPT measurement taken at a specific depth. Fig-
ures 7a and 7b show histograms for the objects distribution

Q—>)’1
O—>3’2
O—» %

F1rst Second layer
hidden hidden
layer layer

Figure 6. Multilayer neural network.

Carvalho & Ribeiro, Soils and Rocks 43(4): 607-618 (2020)



Carvalho & Ribeiro

of the Full dataset among the ISG and FSB classes, respec-
tively. Even though there is an imbalance, the minority
classes for the ISG and FSB methods have 381 and 5136
objects, respectively. Preliminary tests have shown that this
is enough to represent these minority classes among the
majority ones.

The Specific dataset is a subset of the Full dataset and
is composed by the measurements taken within the 5 CPT
soundings provided by Professor Heraldo Giacheti. The
paired SPT soundings provided 2847 soil samples, which
are here divided into three classes, sands (60,2 % of sam-
ples), silts (16,1 % of samples) and clays (23,7 % of sam-
ples).

One of the objectives of this work is comparing these
three SPT classes to the ones of the ISG method, of the FSB
method and also to the ones here obtained by clustering.

4.2 Clustering analysis

Two separated studies are performed, one using the
Full dataset and the other using the Specific dataset. Both of
them are divided into two phases: clustering analysis and
ANN modeling. First, the objects are grouped by the kernel
k-means algorithm. For this step, the four measured CPT
parameters are used to compose the original feature space:
depth z (m), raw cone resistance g, (MPa), lateral friction f,
(kPa) and pore pressure measured behind the cone tip u,
(kPa). Using these inputs instead of normalizations such as
Q, B, and F, avoids reducing information within the
dataset. Thus, a previous work from the authors suggests
that dismissing this type of normalizations makes sense for
soil classification (Carvalho & Ribeiro, 2019). For both ap-
proaches the Gaussian kernel, which is calibrated by the
median of the distance between points, is used to map the
objects into a higher dimension feature space (see
Section 3.1).

For the Full dataset, the procedure adopted to define
the number of classes was manually varying this number
and adopting the one with the lowest total variance inside

60%: (a)
40%:

20%-

0%- :::IDDD__:'

clusters. This procedure lead to 9 classes, as described in
Section 5.1. For the Specific dataset, the kernel x-means al-
gorithm was employed. One basic version of this algorithm
consists in running the kernel k-means several times from
k =2 and splitting the clusters into two new clusters in each
round while a parameter called Bayesian Information Crite-
rion is improved (Pelleg & Moore, 2000). Once this param-
eter gets any worse, the algorithm stops. The result for this
case was 4 classes, as presented in Section 5.2.

After obtaining the clusters, they are compared to ISG
classes, to FSB classes and to the three SPT classes defined
in Section 4.1.

4.3 ANN modeling

In this work, ANN models are created to replicate soil
classification systems obtained by clustering. The 10-fold
cross-validation procedure (Stone, 1974) is employed to
evaluate the predictive performance of the ANN models, as
illustrated in Fig. 8. This procedure was adopted to avoid
overfitting and to calculate a standard deviation of the accu-
racies obtained within the 10 iterations, which is an impor-
tant information to be presented together with the mean
accuracy.

The procedure starts dividing the dataset in 10 folds
of the same size. At each step, one of the 10 folds is ran-
domly selected and separated from the other 9. These 9
folds are then used for training, while the one kept apart is
used for testing, obtaining an accuracy. Selection is made
without reposition, allowing all folds to be tested after 10
steps. The mean and standard deviation of the obtained ac-
curacies represent the predictive performance of the ANN
model.

Notice that all soil samples received a class within the
clustering procedure described in Section 4.2, making pos-
sible to check all predictions given by the ANN algorithm.
Recall R, is defined as the number of right predictions for
one class i divided by its number of examples n;:

60%- (b)

40%-

20%-

oo, E ] ] [

0 1 2 3 4 5 6 7

Figure 7. Histograms for the Full dataset: (a) distribution for ISG classes and (b) distribution for FSB classes.
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Figure 8. 10-fold cross validation.

R =fi1[j 9)

1
i =

where [, = 1 if the model made a right prediction and I, =0
otherwise. In this work, the mean recall is used as peffor—
mance measure and, from this point of the text, referred
simply as accuracy A for a sake of clarity. For c classes, it is
obtained as

Azl >R (10)

C =l

Preprocessing procedures are used within the 10-fold
cross validation procedure to improve the predictive perfor-
mance of the ANN algorithms. Once these procedures are
described in previous work from the authors (Carvalho et
al., 2019), they are here omitted for conciseness.

5. Results and discussion

5.1 Clustering analysis with the full dataset

To produce the results presented within this section,
the kernel k-means algorithm was applied. k was varied
from 7 to 10, using the Full dataset and all CPT original
measurements: z (m), g, (MPa), f. (kPa) and u, (kPa). The
model with k = 9 was the one with the lowest total internal
cluster variance, therefore it is the only one here presented.
The 9 clusters, each one representing a soil class, have cen-
ters which coordinates are presented in Table 1.

In Tables 2 and 3 the clustering results are compared
to ISG and FSB classes, respectively. Lines represent clus-
tering classes and columns represent chart-based methods.

612

Table 1. Clusters centers.

Class z (m) q. (MPa) /. (kPa) u, (kPa)
1 44.16 32.33 662.38 1864.94
2 38.10 21.35 262.94 2296.68
3 53.57 35.98 369.36 2391.77
4 67.26 63.86 787.28 2835.83
5 57.50 53.01 573.79 2490.12
6 54.30 51.00 835.36 1964.86
7 44.93 35.75 612.18 4017.64
8 68.29 24.19 278.07 4931.17
9 2391 20.88 165.71 2036.20

Each value is a percentage of soil samples that were as-
signed to a clustering class (line) and also to a specific ISG
or FSB class (column). ISG class 0 is omitted from Table 2
due to its low representative among the used examples.

Observing Tables 2 and 3, the following interpreta-
tions were produced for the 9 cluster classes:

e Classes 1 and 2: They present similar distributions
among ISG classes, with a predominance of clay behav-
ior (ISG classes 3 and 4). This predominance is also ob-
served within FSB classes (1, 2 and 3), although the
cluster classes appear to become different.

e Class 3: ISG classes 5 and 6, which represent sand be-
havior, compose 65 % of this cluster class. Similar per-

Carvalho & Ribeiro, Soils and Rocks 43(4): 607-618 (2020)
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Table 2. Comparing cluster classes to ISG classes (%).

Sensitive Organic Clays Clayey silt Sand Sands Gravelly Stiff to Stiff fine
mixtures sand clayey sand  grained
1 2 3 4 5 6 7 8 9
1 0 1 46 34 14 0 0 3
2 3 3 48 24 17 4 0 0 0
3 0 1 19 15 24 41 0 0 0
4 0 0 1 4 94 1 0 0
5 0 0 1 12 86 1 0 0
6 0 0 15 23 19 38 0 1 3
7 0 0 28 19 18 15 1 7 13
8 8 1 67 19 5 0 0 0 0
9 5 6 22 21 30 14 0 0 1

Table 3. Comparing cluster classes to FSB classes (%).

cCCs ¢cC b TC TD SC SD
0 1 2 3 4 5 6 7
1 1 1 7 55 1 23 0 12
2 12 11 26 14 9 8 10
3 2 4 17 1 10 18 44
4 1 0 0 0 97
5 0 0 0 2 96
6 1 0 1 27 0 21 0 50
7 8 4 18 25 6 15 0 24
8 19 37 26 2 11 1 1
9 29 10 5 11 10 18 13

centage is obtained if FSB classes 6 and 7 are added,
which also represent sand behavior.

* Classes 4 and 5: These classes clearly represent sand be-
havior, with high percentages assigned to ISG class 6 and
FSB class 7. Their similarity suggests merging them to-
gether.

* Classes 6 and 7: Once the behavior of these classes is
well distributed among ISG and FSB classes, they are
here considered transitional. In other words, behavior
that cannot be clearly distinguished between sand and
clay.

* Class 8: This class is strongly identified with clay behav-
ior, with 86 % of ISG classes 3 and 4 and 65 % of FSB
classes 1, 2 and 3.

e Class 9: Its behavior is also distributed among ISG and
FSB classes, being here considered transitional.

Table 4 was produced to compare ISG classes (col-
umns) with the sample observations obtained via SPT sam-
pling (lines). Numbers represent percentages, similarly to
the previous tables, and some ISG classes are omitted for

Carvalho & Ribeiro, Soils and Rocks 43(4): 607-618 (2020)

being underrepresented with samples. As defined in Sec-
tion 3, SPT classes represent sand, silt and clay. Moving
from ISG classes 3 to 6, one can observe an increase of sand
and decrease of clay, which is coherent with their names
given in Section 2.1. An analogous analysis is proposed
with Table 5, comparing FSB classes (columns) to SPT
(lines). The correspondence to the FSB class names given
in Section 2.2 is not clear, except for FSB classes 3 and 7.
This suggests that FSB is less sensitive to soil granulometry
than ISG.

The clustering results were also compared to the SPT
sample observations, resulting Table 6. Cluster classes 3
and 8 contain relevant parts of sand and clay, being here
identified as transitional. Class 4 is the only one with pre-
dominance of clay and the other can be identified with sand.
These observations do not match the ones provided by the
comparisons to the ISG and FSB methods, showing that

Table 4. Comparison between SPT observations and ISG clas-
ses (%).

Clays Clayey silt Sand mixtures Sands
3 4 5 6
Sand 45 59 62 69
Silt 25 13 17 12
Clay 30 28 21 19

Table 5. Comparison between SPT observations and FSB clas-
ses (%).

CC CD TC TD SC SD

2 3 4 5 6 7
Sand 39 46 66 61 53 68
Silt 5 29 13 11 23 13
Clay 56 25 20 28 25 19
613
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Table 6. Comparison between the k-means clustering and the SPT
observations (%).

Sand Silt Clay

1 53 20 27
2 62 22 17
3 47 14 39
4 39 0 61
5 79 0 21
6 69 0 31
7 40 52 8

8 63 0 37
9 90 10 0

soil granulometry alone is not enough to explain its me-
chanical behavior.

To better illustrate the cluster classes obtained, a case
study is presented in Fig. 9. A 29.3 m sounding from the
USA was used, being classified using the ISG classes (Fig.
9a), the FSB classes (Fig. 9b) and the cluster classes pre-
sented in this section (Fig. 9¢). The name of the classes is
the same adopted in Tables 2 and 3 and colors are used in-
dependently for each classification method.

The last step of this analysis is applying ANN to pro-
duce a model capable of reproducing the obtained classifi-
cation method. This procedure resulted a model with an
accuracy of 89.35 % with a standard deviation of 0.40 %,
corresponding to an architecture with only one hidden layer
with 18 neurons.

Another ANN model was trained using only z, g, and
/. as input features. The objective is verifying if CPT equip-
ment without a pore pressure filter can provide enough in-

a) ISG FSB c) CLUSTER
Sand T
mixtures - L - 4
Clayey
s Wl so s

. Sands
- Clays

B sc
e
B s

cc

9

L=

Figure 9. Comparing cluster classes to ISG and FSB classes: (a)
distribution for ISG classes, (b) distribution for FSB classes and
(c) distribution for cluster classes.
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formation to approximate the method. The resultant model
presented an accuracy of 84.47 % with a standard deviation
of 0.30 %, corresponding to an architecture with two hid-
den layers, the first with 16 neurons and the second with 18
neurons.

The weight matrices and bias vectors produced for the
ANN models of this section are here omitted for concise-
ness. Readers interested in this information are advised to
contact the authors.

5.2 Specialized approach

Using CPT data from only 5 soundings, all from the
same site, tends to improve classification accuracy. None-
theless, the obtained model becomes limited to the soil
types measured within these 5 soundings. For that reason,
these clusters are here considered more specialized than
those obtained in the previous section. This strategy is here
investigated using the kernel x-means algorithm instead of
varying manually the number of classes, which enables
maintaining the minimum total internal cluster variance as
a performance measure. This allows comparing different
results given by this algorithm in cases wherein a high vari-
ation of the number of classes k is observed.

Only 5 CPT soundings are used to obtain the special-
ized classification method by clustering, all taken from the
same location and paired with SPT soundings. With the
kernel x-means algorithm, 4 classes were found to be the
best for the considered dataset, with their centers presented
in Table 7.

Crossing results with the ISG and FSB classification
methods and to SPT soundings, Tables 8, 9 and 10 are ob-
tained, respectively. As in the previous section, values rep-
resent percentages of soil assigned to a cluster class (line)
and also to a reference method class (column).

Table 7. Specialized clusters centers.

Class z (m) q. (MPa) f. (kPa) u, (kPa)
1 11.61 18.77 304.56 828.22
2 12.24 29.70 394.80 842.16
3 10.23 15.94 270.72 605.18
4 6.83 15.54 214.32 423.96

Table 8. Comparison between the specialized x-means clustering
and the ISG classes (%).

Organic  Clays Clayey silt Sand mixtures Sands
2 3 4 5 6
1 0 25 27 40 8
2 0 0 6 26 68
3 3 32 16 37 12
4 0 12 19 27 43

Carvalho & Ribeiro, Soils and Rocks 43(4): 607-618 (2020)



Carvalho & Ribeiro

Table 9. Comparison between the specialized x-means clustering
and the FSB classes (%).

CCS CcC CD TC TD SC SD

1 2 3 4 5 6 7
1 0 26 3 22 36
2 0 0 2 0 10 0 89
3 2 10 27 8 8 16 29
4 0 1 15 6 10 7 60

Table 10. Contribution of each soil granulometrical type for each
behavior (%).

Sand Silt Clay
1 52 12 36
2 73 0 27
3 56 17 28
4 63 37 0

For this case, some agreement can be observed for the
soil type of the cluster classes when compared to ISG, FSB
and SPT. Cluster class 1 shows a subtle predominance of
sand over clay when compared to the ISG, which is also ob-
served for FSB and SPT. The predominance of sand is
clearer for cluster class 2, specially comparing to FSB.
Cluster class 3 seems to confuse the ISG and FSB methods,
although it can be identified as sand considering SPT alone.
Finally, cluster class 4 can be also identified as sand, al-
though such correlation is weaker than the one observed for
cluster class 2.

Comparing these results with the ones of the previous
section, one can conclude that specializing classification
improves agreement with SPT sampling. This can be con-

1085171  —4.92947 -0.90277 5630497
—6626574 —-117869 —-112992 —461007
W/ =| 2357666 -3.75753 -5.7113 —173486],
24.05597 153592 6625066 2437708
-6341736  -3229  -181987 —149596
-7511974 6628167 -2.40889 -9.79977
—7438816 -286605 78636 6841357
W, =| -1067961 -661815 -235403 15.40886
15.99294 4706883 —158327 736243
1926499 —-168685 —5.45426 1734535

One can notice that these matrices correspond to an

architecture with only one hidden layer containing five
neurons. In this case it was also evaluated if suppressing
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N
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. Clays

Figure 10. Specialized cluster classes compared to ISG and FSB
classes: (a) distribution for ISG classes, (b) distribution for FSB
classes and (c) distribution for specialized cluster classes.

sidered an advantage, for uniting the model capability of
predicting soil behavior to a correspondence with SPT vi-
sual-tactile observations.

A case study is also presented for the specialized clus-
ter classes, which can be observed in Fig. 10. This sounding
is 12.3 m long and is one of the 5 used to produce the spe-
cialized cluster classes used in this section. Class names are
the same used in Tables 8 and 9.

In the end, an ANN model was produced in order to
reproduce the obtained specialized classification method.
The obtained model presented very good predictive perfor-
mance, with an accuracy of 97.04 % and a standard devia-
tion of 1.24 %. This result can be considered significantly
better than the one obtained for the general approach, sug-
gesting that limited extrapolations with the specialized
approach are feasible. The weight matrices and their res-
pective bias vectors for this last ANN model are:

[ 571002
19.23977
25.96866

—42.46379

| 3597992

®1

Y

[-14.7905

~5.20106
211022392
| —719002

12)

pore pressure information prejudices predictive perfor-
mance. The resultant ANN model, that makes use of only z,
q. and f,, presented an accuracy of 90.37 % with a standard

615



Application of kernel k-means and kernel x-means clustering to obtain soil classes from cone penetration test data

deviation of 2.48 %. This accuracy can be considered good
within geotechnical engineering problems, with the advan-
tage of enabling the use of alternative CPT equipment. This

ANN model uses the following weight matrices and bias
vectors:

2601 743 063 -223225
-27.72 03 288 1983825
, | -1163 -1705 21 1585711
W/ = ., 0 = (13)
1045 1212 139 -2310527
037 052 242 10.44827
194 2454 -12.07 0.0736
-1,74 -1637 -1424 -092 0I5 _
0.77985
-311 596 1579 -136 -5.08
~5.41468
634 268 687 268 -1613
W, = , 0, =| 1145654 (14)
-342 -1338 -487 1116 1162
-0.42104
409 771 726 225 -356
—951452
962 548 -832 863 -17.26 -
314 -633 -329 044 ;
4.40147
—664 456 -656 856
-3.49722
W,=| 635 -23 644 25| O,= 15)
: T | -438422
-474 206 474 -092
—6.43941
1177 98 239 -647 -

These matrices correspond to an ANN architecture
with two hidden layers, the first with 6 neurons and the sec-
ond with 5 neurons.

6. Conclusions and recommendations

This work explores the kernel k-means and kernel
x-means clustering algorithms to group CPT data into dif-
ferent soil classes. Using a kernel function to modify the
k-means algorithm enables evaluating classes that are not
linearly separable. Next, ANN are used to create mathemat-
ical models which can be easily reproduced. Two different
approaches are studied, one is general and the other more
specialized. The general approach uses 179 soundings from
different sources to develop an ANN model that can be
better extrapolated to any new CPT data. On the other hand,
the specialized approach requires running the kernel x-
means to generate specialized classes for each site investi-
gation, as well as producing a new ANN model. The spe-
cialized model is expected to be more accurate for sites
with soils similar to those for which it was trained, but it is
also expected to be more limited for extrapolation. This ap-
proach is applied to 5 soundings for which the CPT soun-
dings were paired with SPT soundings. Results confirm
that the specialized model produces more well-defined
classes and a more accurate ANN model. The mean accu-
racy (MA) and standard deviation (SD) obtained for all
ANN models are summarized in Table 11.

These values can be considered reasonable when
compared to other studies from the literature that used
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Table 11. Mean accuracy and standard deviation obtained for all
ANN models.

Inputs MA (%) SD (%)
Full dataset z2q.f.u, 89.35 0.40

z2q.f 84.47 0.30
Specific z2q.f u, 97.04 1.24
dataset 2q.f 90.37 2.48

ANN to predict soil classes from CPT data, as Bhattacharya
& Solomatine (2006) that achieved 83 % and Kurup &
Griffin (2006) that achieved 86 %. Thus, Elkateb et al.
(2003) cite a case study that shows that pure engineering
judgment can lead to 70 % of poor to bad soil predictions.

One advantage of the here proposed methodology is
that the ANN models can be reproduced with spreadsheets
by simply combining the calibrated weights with the used
activation functions. What makes it different from other
methods from the literature is the possibility of approximat-
ing the soil classes without pore pressure information, be-
coming an important alternative for geotechnical engineers
in cases that high accuracies are not required. Thus, to the
best knowledge of the authors, this is the first study that
produces ANN models from tropical soil CPT data, being
recommended for projects within tropical countries. None-
theless, this model can be considered limited to the types of

Carvalho & Ribeiro, Soils and Rocks 43(4): 607-618 (2020)



Carvalho & Ribeiro

soil for which the ANN models were trained, which is criti-
cal particularly for the specialized approach.
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List of symbols

A: mean recall

B : normalized excess pore pressure

c¢: number of classes

d(x, x"): distance between x, and x"”

E: mean squared error

F : normalized friction ratio

[+ lateral friction

I : classification index

I: equals 1 if prediction j of class i is correct, equals O other-
wise

k: number of clusters

n: exponent of G ,’

n;: number of examples of class i

p,: reference pressure

g,: cone resistance

q,: total cone resistance

Q,: normalized cone resistance

Q,: updated normalized cone resistance

R: recall of class i

u,: equilibrium pore pressure

u,: pore pressure measured behind the cone tip
U,: updated normalized excess pore pressure
w: Gaussian weighting

X, X;: points representing objects

x": cluster centroid

v, & u, w, x, 0, A: parameters of the Perceptron neuron
z: depth

o: calibration parameter

G, total overburden pressure

o, : effective overburden pressure
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